
Article

Leveraging Frontline Employees’ Small
Data and Firm-Level Big Data in Frontline
Management: An Absorptive Capacity
Perspective

Son K. Lam1, Stefan Sleep2, Thorsten Hennig-Thurau3,
Shrihari Sridhar4, and Alok R. Saboo5

Abstract
The advent of new forms of data, modern technology, and advanced data analytics offer service providers both opportunities and
risks. This article builds on the phenomenon of big data and offers an integrative conceptual framework that captures not only the
benefits but also the costs of big data for managing the frontline employee (FLE)-customer interaction. Along the positive path, the
framework explains how the ‘‘3Vs’’ of big data (volume, velocity, and variety) have the potential to improve service quality and
reduce service costs by influencing big data value and organizational change at the firm and FLE levels. However, the 3Vs of big data
also increase big data veracity, which casts doubt about the value of big data. The authors further propose that because of
heterogeneity in big data absorptive capacities at the firm level, the costs of adopting big data in FLE management may outweigh
the benefits. Finally, while FLEs can benefit from big data, extracting knowledge from such data does not discount knowledge
derived from FLEs’ small data. Rather, combining and integrating the firm’s big data with FLEs’ small data are crucial to absorbing
and applying big data knowledge. An agenda for future research concludes.

Keywords
big data, big data absorptive capacity, frontline management, small data

In our experience, many companies spend 90 percent of their

investment on building models and only 10 percent on frontline

usage, when, in fact, closer to half of the analytics investment

should go to the front lines.

Brown, Court, and Willmott (2013)

. . . At a sales call center, staff members failed to use a product-

recommendation engine because they didn’t know how the tool

formulated the recommendations and because it was not user

friendly. Once the tool was updated to explain why the recommen-

dations were being made and the interface was improved, adoption

increased dramatically. (p. 56)

Court (2015)

Big data radically extends opportunities for firms and their

frontline employees (FLEs) to go beyond transactional data

to significantly improve frontline effectiveness and efficiency.

For example, using sophisticated analytics infrastructure, the

Oversea-Chinese Banking Corporation experienced a 45%
increase in overall conversion rates and a 60% increase in

cross-sales (IBM 2013). Similarly, AT&T collects 30 billion

data points per hour to measure network quality, which it turns

into insights to improve customer experience (King 2014).

With success stories like these, the big data market has been

growing at a fast pace, projected by International Data

Corporation to reach US$187 billion in 2019, the majority of

which are in services marketing.

While much has been written about the opportunities big

data brings, the return on investment (ROI) of big data has not

been thoroughly assessed (Wamba et al. 2015). A survey of

more than 400 Gartner research circle members in 2015 indi-

cated that 75% of these companies were investing or planning

to invest in big data in the next 2 years, but about 40% of

companies did not know whether their ROI would be positive

or negative (Gartner 2015). Furthermore, as the opening quotes

suggest, most firms that invest in big data do not fully realize

the critical role of FLEs in big data marketing. Therefore, there
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is a need for a systematic account of (1) both the benefits and the

costs of big data, (2) how firms can better leverage big data in

frontline management, and (3) when and how FLEs’ small data

might be supplemented by and complement the firm’s big data.

To address these issues, we draw from the literature on

absorptive capacity (Zahra and George 2002) and knowledge

creation (Nonaka 1994) to propose a conceptual framework

that follows the big data ! information ! new knowledge

! knowledge application chain, while accounting for (1) the

moderating effect of the firm’s big data absorptive capacity and

(2) the interplay between the firm’s big data and FLEs’ small

data. Specifically, our framework captures the conversion of

big data availability (i.e., data) to big data value (i.e., informa-

tion), which induces organizational change (i.e., new knowl-

edge) that drives frontline outcomes (i.e., knowledge

application). ‘‘Big data availability’’ refers to the 3V compo-

nents (McAfee and Brynjolfsson 2012) of big data—namely,

volume (i.e., the massive amount of data), velocity (i.e., the

speed of data), and variety (i.e., difference sources of data).

‘‘Small data’’ refers to FLEs’ data collected through their inter-

actions and relationships with customers. We define ‘‘big data

absorptive capacity’’ as routines by which a firm acquires,

assimilates, transforms, and applies big data knowledge to cre-

ate a dynamic marketing capability. This absorptive capacity is

driven by the capability of combining and integrating big data

and small data knowledge at both the firm and FLE levels.

The insights of the framework are threefold. First, it under-

scores a largely ignored fact that big data has both benefits and

costs. Specifically, while big data availability enhances big

data completeness, it also raises big data veracity, or inconsis-

tency, which deters firms and FLEs from using it.1 By delineat-

ing these effects, we provide useful insights into the positive

and negative underlying processes of how firms and their FLEs

convert big data into frontline outcomes. Second, the frame-

work reveals the role of the firm’s big data absorptive capacity

in altering the balance between the positive and the negative

impact of big data availability on frontline outcomes. Third,

our comparison of FLEs’ small data and the firm’s big data

provides insight into FLEs’ role in building big data absorptive

capacity, primarily by combining and integrating their small

data knowledge with the firm’s big data knowledge.

This article proceeds as follows: We first introduce our

absorptive capacity–inspired conceptual framework that guides

our examination of benefits and costs of big data in frontline

management. For each key construct, we also provide the back-

ground literature. Next, we present research propositions on

their relationships in the model. Then, we discuss the relation-

ship between FLEs’ small data and the firm’s big data absorp-

tive capacity. We conclude with an agenda and directions for

future research.

Background Literature and Conceptual
Framework

We depict our conceptual framework in Figure 1. Four key

themes are embedded in this framework. First, the framework

focuses on both the firm and its FLEs (we briefly explain

customers’ role in big data marketing in the Discussion sec-

tion).2 Second, viewed from the left to the right, our framework

has two main effects components that follow the data! infor-

mation! new knowledge! knowledge application chain. In

our framework, knowledge refers to a set of expectations held

by the agents at various levels (e.g., the firm and FLEs) and is

modified by the arrival of information extracted from data, big

or small (e.g., Boisot and Canals 2004). The first main effects

component captures the conversion of big data availability to

big data value in the form of useful, actionable information

about customers, competition, and the market. In this article,

we focus on an important big data value, namely, actionable

customer insights. The second main effects component reflects

the conversion of big data value to knowledge that can be

applied in frontline activities. Horizontally, we depict these two

components as two gray boxes at the bottom of Figure 1. Third,

these relationships are subject to the firm’s absorptive capacity,

which includes its acquisition, assimilation, transformation,

and application capacities. Due to these contingencies, the bal-

ance between the benefits and the costs of big data marketing,

or ROI in big data, can be altered. Fourth, the firm’s and FLEs’

combinative and integrative capabilities contribute signifi-

cantly to the development of the firm’s big data absorptive

capacity. Vertically, we depict these last two themes (i.e., using

big data absorptive capacity to leverage big data and building

big data absorptive capacity) as two gray boxes on the left

margin.

Big Data–Related Constructs of the Framework

Big data volume. The world created 1 zettabytes of data in 2010

and is forecast to generate 40 zettabytes by 2020 (Villars,

Olofson, and Eastwood 2011). IBM recently estimated that

2.3 trillion gigabytes of data are created each day (www.ibm

bigdatahub.com). Big data volume refers to these massive

amounts of data that allow firms to go beyond historical data

and outside the focal customer touch points (e.g., stores and

service stations) to achieve a more comprehensive view of the

customer. Three often-used methods to generate big data in the

services marketing context include passive learning, compre-

hensive customer tracking, and business data augmentation

with nonbusiness data. Passive learning involves gathering cus-

tomers’ data outside their actual interactions with FLEs

(Montgomery and Srinivasan 2002). For example, American

Apparel uses a combination of security cameras, cell phone

signals, and Wi-Fi to track customers within the store, provid-

ing insights into customer visiting patterns and movement

behaviors (Brynjolfsson, Hu, and Rahman 2013). In compre-

hensive customer tracking, service providers track customers

outside their physical location. For example, Target uses

‘‘social sentiment data’’ collected from various social networks

to quickly uncover how customers feel about their design col-

laborations (Thau 2014). Finally, service firms can also rely on

data not connected with the customer or service provider. For

example, a Russian retailer gathered data on weather
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conditions because it found that book sales increase as the

weather turns colder (Marr 2015).

Big Data velocity. The speed at which data are generated repre-

sents big data velocity. For example, Wal-Mart handles more

than one million customer transactions every hour, which it then

imports into its massive databases of more than 2.5 petabytes

(Wikibon 2012). With more than 175 million tweets every day

and 100 tetrabytes of data uploaded daily to Facebook (Wikibon

2012), unstructured data can quickly overtake structured data.

Big Data variety. In addition to traditional forms of data such as

purchase behavior, service firms can collect unstructured data

such as Tweets, Instagram pictures, Facebook posts, and GPS

coordinates across various platforms. Big data variety refers to

different types of data sources. Firms can also gather data on

customer sentiment, location, and online and off-line transac-

tions, across various channels (e.g., Brynjolfsson, Hu, and

Rahman 2013).

Big Data completeness. Drawing from research on data quality

(e.g., Brohman et al. 2003), we define big data completeness as

the extent to which big data is of sufficient breadth and depth

for the relevant frontline tasks. Big data completeness enhances

a firm’s certainty about customer behavior in the past (e.g.,

through big data on past transactions), the current (e.g., by

analyzing big data fused from a variety of sources), and the

future (e.g., through predictive models using big data and

through recommendation systems).

Big Data veracity. Despite its potential benefits for frontline

management, big data can be costly in that it can be messy,

leading to confusion. Following Walker (2012), we define big

data veracity as the extent of consistency, accuracy, and use-

fulness of big data for functional use by a frontline manager or

an FLE. Unlike the big data literature, which considers veracity

one of the characteristics of big data, here we treat big data

veracity as an endogenous variable.

Big Data value. Although academic research on the business

value of big data is still scarce (Wamba et al. 2015), there is

some evidence of the positive impact of big data value if it is

properly extracted. For example, companies in the top third of

their industry in the use of data-driven decision-making were,
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Figure 1. Conceptual framework. The dotted line represents a negative relationship. The gray boxes allow for a bird’s-eye view of the
framework.
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on average, 5% more productive and 6% more profitable than

their competitors (McAfee and Brynjolfsson 2012). Concep-

tually, the mediating role of big data value is consistent with

prior research on the use of market research information, which

suggests that the actionability of market research information,

which corresponds to big data value in our context, is one of the

key factors that link market research and the extent of the actual

use of research information (Moorman, Zaltman, and

Deshpandé 1992). Big data value refers to actionable and

economically worthy insights (Wamba et al. 2015).3 Econom-

ically worthy information means that the benefits a firm

expects to gain from the insights must exceed their costs to

deserve further investment.

Although big data provides insights into various factors,

such as the competition or the market as a whole (e.g., Liebow-

itz 2013), in this article, we focus on customer insights. The

two most important customer insights from big data are (1)

identification of a customer along with his or her preferences

and habits and (2) his or her situational and emotional state.

The lack of instant information about individual customers has

been a significant problem for most service firms for a long

time. In 2014, only 3% of North American retailers were able to

identify customers walking into their stores (Smith 2014).

Besides, the introduction of ‘‘mass services’’ (i.e., few employ-

ees, many customers) prevents recognizing individual custom-

ers and maintaining relationships with them (Carden 2011).

Online services have been able to customize their offers

through cookies and other techniques that enable the immediate

recognition of a customer’s identity, but off-line services have

suffered from the lack of such ability, an issue that can now be

overcome with new technologies. Another customer insight is

the customer’s emotional state, which can strongly influence

customer’s decision-making (Hennig-Thurau et al. 2006).

Modern facial coding technologies can ‘‘read’’ a customer’s

emotional state in real time from his or her muscular micro-

expressions, and service firms have begun testing the use of

emotion-detection software combined with security cameras

(e.g., Dwoskin and Rusli 2015).

FLEs’ Small Data

The firm and its FLEs as ‘‘knowledge agents’’ are not neces-

sarily exposed to the same types of data. Compared with big

data, FLEs’ data are at the other end of the spectrum in terms of

the 3Vs: volume (e.g., much smaller), velocity (e.g., generated

slowly as the service encounter unfolds or through a relation-

ship with a customer), and variety (e.g., generally from cus-

tomers as a single source). We refer to these data as small data.

It should be noted that even if the firm and its FLEs are exposed

to the same data, the two levels may rely on very different

absorptive capacity to extract information from them.

FLEs collect small data, extract information from it, and

accumulate knowledge through their direct interactions and

relationships with customers. As boundary spanners, FLEs can

gather unique and context-specific data and knowledge about

customer needs, problems in service delivery, ways to improve

service quality, and customer sentiment and preferences

(Santos-Vijande, López-Sánchez, and Rudd 2016; Ye, Mari-

nova, and Singh 2012).

As FLEs’ small data is not identical to the firm’s big data,

the information and knowledge extracted at the two levels also

differ in at least two ways. First, FLEs’ information and knowl-

edge tend to be more tacit, local (e.g., location specific, cus-

tomer specific), and unarticulated, whereas firm-level

information and knowledge are more explicit, global (e.g.,

across locations, across customers, or segments), codified, and

well articulated. Second, FLEs’ information and knowledge

about the customer are interpersonal, real time, emotional, and

intuition based (e.g., Crossan, Lane, and White 1999), whereas

much of firm-level big data about the customer is broad, mostly

historical, lacking of emotions, and behavior based.

Data Absorptive Capacity: Big Data Versus Small Data

Cohen and Levinthal (1990, p. 128) define absorptive capacity

as ‘‘the ability of a firm to recognize the value of new, external

information, assimilate it, and apply it to commercial ends.’’

Recent research has redefined absorptive capacity as organiza-

tional routines by which a firm acquires, assimilates, trans-

forms, and applies knowledge to create dynamic capability

(Zahra and George 2002). As mentioned in the Introduction

section, we draw from this literature to define a firm’s big data

absorptive capacity as organizational routines by which the

firm acquires, assimilates, transforms, and applies big data

knowledge to create a dynamic marketing capability. Similarly,

FLEs’ small data absorptive capacity refers to FLEs’ routines

by which FLEs acquire, assimilate, transform, and apply small

data knowledge in frontline activities.

Dimensions of data absorptive capacity. Research by Zahra and

George (2002) delineates two key dimensions of absorptive

capacities: (1) potential absorptive capacities, which include

knowledge acquisition and assimilation and (2) realized

absorptive capacities, which include knowledge transformation

and application. Consistent with this perspective, we propose

that data absorptive capacity also consists of potential and

realized data absorptive capacity. These capacities are not

necessarily positively correlated. The potential capacity com-

ponent of absorptive capacity includes data acquisition and

assimilation, while the realized capacity component of absorp-

tive capacity includes data transformation and application.

In our context, we define acquisition capacity as routines

that ‘‘knowledge agents’’ (the firm or FLEs) use to identify and

acquire data (big data and small data, respectively) critical to

their operations. Assimilation capacity refers to routines and

processes that allow agents to analyze, process, interpret, and

understand the information derived from the acquired data.

Transformation capacity refers to the agents’ capacity to

develop and refine the routines that facilitate combining exist-

ing knowledge and insights from the assimilated information to

create new knowledge. Finally, we define application capacity

as routines that allow the agents to refine, extend, and leverage
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existing competences or to create new ones by incorporating

transformed knowledge extracted from data into their frontline

activities.

Comparing big data and small data absorptive capacity. Although

absorptive capacity has primarily been applied in the R&D

context and at the firm level, studies have called for further

research that examines the construct in other areas of knowl-

edge and at other levels of analyses, such as the individual level

(e.g., Lane, Koka, and Pathak 2006). While a firm’s absorptive

capacity is grounded in its employees (Cohen and Levinthal

1990; Lewin, Massini, and Peeters 2011), there are significant

differences between the firm’s big data absorptive capacity and

FLEs’ small data absorptive capacity.

First, while a firm makes the decision to collect big data

based on prior investment and current needs, FLEs acquire

small data because of intrinsic drivers (e.g., an individual need

to pay attention to small details to pamper customers) as well as

extrinsic motivation (e.g., firm-provided incentives). Second,

firms analyze big data primarily through logical deduction,

with quantitative tools. In contrast, FLEs make sense of their

small data primarily through practical experience, with an

emphasis on qualitative cues. While firms can outsource some

of their assimilation capacity, FLEs can adopt a similar strategy

by learning vicariously from peers. Third, both firms and FLEs

share some similarities in terms of resistance to change. At both

levels, transformation capacity is not automatic. Similar to

firms’ organizational defense (Argyris 1985), FLEs may trust

their own tacit knowledge accumulated through personal expe-

rience more than explicit and tacit knowledge imposed by other

peers or from the top-down. Tacit knowledge refers to ‘‘work-

related, practical know-how that typically is acquired infor-

mally as a result of on-the-job experience, as opposed to formal

instruction’’ (Wagner et al. 1999, p. 157). Another important

aspect of transformation capacity is knowledge sharing. In this

regard, even when the firm imposes informal control mechan-

isms, such as a knowledge-sharing culture and norms, to foster

knowledge sharing, FLEs might view sharing their own tacit

knowledge as threatening. This is because tacit knowledge

might help an FLE to achieve better performance than other

FLEs. Finally, while there is generally a time lapse between the

acquisition and the application of big data knowledge at the

firm level (i.e., latency) and a high level of standardization,

FLEs’ application of data, whether big or small, is primarily

on the fly and requires some adaptation.

Combinative and Integrative Capabilities

Absorptive capacity results from the capabilities of engaging in

knowledge creation processes (Van den Bosch, Volberda, and

De Boer 1999). Nonaka (1994) suggests four knowledge cre-

ation processes: socialization, combination, externalization,

and internalization. Socialization (from tacit to tacit) involves

passing on tacit knowledge through shared experience, obser-

vation, imitation, and practice. Combination (from explicit to

explicit) involves integrating explicit knowledge into a formal

knowledge system, through rules, procedures, and instruc-

tions. Externalization (from tacit to explicit) represents the

process of articulating tacit knowledge into explicit concepts.

Finally, internalization (from explicit to tacit) refers to

embodying explicit knowledge into tacit knowledge through

learning by doing.

Firms and FLEs differ in their capabilities of engaging in

these four knowledge creation processes. Figure 1 proposes

combinative and integrative capabilities as two key antecedents

to absorptive capacity. Combinative capabilities (see Van den

Bosch, Volberda, and De Boer 1999) refer to the firm’s and

FLEs’ ability to share explicit and tacit knowledge, either

through communities of practice or through socialization (Non-

aka 1994). Much less attention has been given to integrative

capabilities, which we define as the firm’s and FLEs’ ability to

either facilitate or directly engage in (1) externalization of

knowledge from FLEs’ small data to complement the firm’s

big data and (2) internalization of knowledge from the firm’s

big data to complement FLEs’ small data.

From Big Data Availability to Big Data Value

In this section, we focus on the first main effects component in

our conceptual framework. Specifically, we present proposi-

tions that are related to the positive and negative relationships

between big data availability and big data value.

The Positive Path From Big Data Availability to Big Data
Value

From Big Data availability to Big Data completeness. Big data

availability enhances big data completeness in several ways.

First, the large volume of big data allows firms to impute

missing values in the data. Second, the velocity or speed with

which the data are generated makes it possible to observe

sequences of customer behavior that would not have been pos-

sible otherwise. This observation allows firms to better under-

stand customer behavioral patterns and dynamics over time.

Third, the variety of data sources makes it possible to compare

the data and even fuse the data together to create a more com-

plete data set (e.g., Feit et al. 2013). This is important in the

omnichannel context in which customers engage with the firm

in several ways, sometimes bypassing the front line.

Proposition 1: All other things being equal, big data avail-

ability is positively related to big data completeness.

From Big Data completeness to Big Data value. We propose the

following three ways that big data completeness can create

value for firms: (1) real-time decisions, (2) waste elimination,

and (3) improved decision-making. First, by making informa-

tion transparent and readily available, big data enables real-

time decision-making and, in turn, frequent resource realloca-

tion. Instead of making decisions for the near future and wait-

ing for outcomes to make adjustments, big data allows firms to
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interact with their customers on a continuous basis and make

real-time adjustments to their offerings to offer customer-

specific and situational personalization (Rust and Lemon

2001). Thus, big data allows firms to move from low-

frequency forecasting to high-frequency nowcasting (Manyika

et al. 2011; Saboo, Kumar, and Park 2016). Second, tracking

and collecting information on different aspects of organiza-

tional structure and processes gives managers a richer view

of the firm and its customers. They can now accurately track

everything from inventory utilization to employee engagement

and advance the economic mission of the firm by eliminating

waste and improving quality. For example, firms can analyze

different attributes about their FLEs and their interactions with

customers and other team members to determine the interven-

tions necessary to improve FLE productivity. Third, the avail-

ability of the right information at the right analytical level can

substantially improve managerial decision-making. Instead of

relying on hunches, managers can use rich data to develop finer

customer segmentation and better alignment of services with

customer preferences. Therefore, we propose the following:

Proposition 2: All other things being equal, big data com-

pleteness enhances big data value.

The Negative Path From Big Data Availability to
Big Data Value

From Big Data availability to Big Data veracity. As the volume,

velocity, and variety of data flowing into an organization

increase, more knowledge about internal and back-end opera-

tions is required to verify data accuracy. Not all firms are able

to cope with the data verification process because big data

verification requires large investment in hardware, software,

time, and personnel (Rizzatti 2014). Firms that are ‘‘born

through analytics’’ such as Amazon or Facebook are better able

at verification (Court 2015). Unable to verify the accuracy of

all their data, many firms employ ‘‘sampling’’ procedures and

use only a small subsample of information for decision-

making. Such sampling procedures circumvent the problem

of data verification but increase the chances of data inaccuracy

(Delgado 2015). Therefore, we propose:

Proposition 3: All other things being equal, big data avail-

ability increases big data veracity.

From Big Data veracity to Big Data value. Low-quality data waste

storage can be difficult to process and, worse, provide mislead-

ing results. The old dictum of ‘‘garbage in, garbage out’’ is

especially true here, as the messiness of big data can make

verifying the trustworthiness or usefulness of the data difficult.

We posit that big data veracity increases a firm’s coordinating

costs or the expenses incurred from managing interdependent

functional activities across the internal front line and customers

(Ray, Wu, and Konana 2009). Such coordination costs might

require additional front-end staff, as the frontline organization

attempts to harness the power of big data throughout the

organization, which in turn increases day-to-day coordination

costs. High levels of big data veracity also increase day-to-day

adjustments in the frontline organization, slowing down

decision-making, increasing the complexity of new operations,

and creating self-doubt in the frontline management team about

using big data in decision-making. Thus, we propose the

following:

Proposition 4: All other things being equal, big data vera-

city impairs big data value.

From Big Data Value to Frontline Outcomes

In this section, we focus on the second main effects component

of our conceptual framework. Specifically, we discuss firm-

and FLE-level change as mediators of the impact of big data

value on service quality and costs.

Firm-Level Change

As suggested in the opening quotes, although transmitting big

data value to FLEs is critical, the effectiveness of doing so

ultimately depends on the FLEs’ usage of the information.

Such usage, however, is far from certain because FLEs are not

simply ‘‘organizational soldiers,’’ and their workplace behavior

is also driven by self-interest motives (e.g., De Dreu and Nauta

2009). Thus, we argue that effective organization-level change

is required to accompany the provision of big data value to

FLEs to generate positive service outcomes. In this regard, the

human utility framework (Becker 1976) suggests that

organization-level change must produce conditions that either

increase FLEs’ perceived benefits of applying big data value or

reduce the costs thereof. Such conditions require concerted

actions that affect several organizational dimensions, including

culture, technology, and processes. We discuss these dimen-

sions next.

Cultural change. Big data value induces cultural change that puts

stronger emphasis on utilization of the insights extracted from

big data (Davenport 2014). Big data applications are likely to

flourish in an organizational culture that perceives the use of

big data value as a positive, integral element of the service

delivery process and puts emphasis on big data–related metrics

(Davenport 2014; Sathi 2014).

Technological change. Applications of big data value involve the

need to adopt new technologies that complement FLEs’ tradi-

tional service provision (e.g., the use of wearable technologies

in service encounters) or even substitute the FLEs (e.g., check-

in robots at the Japanese Henn-na Hotel; Wong 2015).

Process change. Finally, service firms that appreciate the value

in big data are likely to implement processes that facilitate their

FLEs’ application of big data value in service design, innova-

tion, and delivery. Well-designed processes should support the

flow of data and enable the FLE to embed the customer data
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organically in his or her interactions with customers. Service

firms, such as PNC Bank (Davenport 2014), have begun adopt-

ing well-structured and semiautomatic processes for customer

service so that call center agents (no direct customer contact,

low customer proximity) and customer service employees

(high customer proximity) can rely on these new models to

personalize offers across all customer contact points and

channels.

FLE-Level Change

On the FLE level, big data value requires FLEs to undergo

training to acquire a new skill set, including basic analytical

skills to digest and use big data insights, service technology

savviness, and social media proficiency. Training sessions on

big data–related software and hardware can better acquaint

FLEs with big data technology, lowering their perceived costs

of use. FLEs do not need to be data scientists, but they must be

creative implementers. As the traditional FLE role is replaced

or complemented by new technologies, new roles emerge that

require FLEs not only to overcome self-insecurity but also to

possess a higher level of coordination skills to be the irreplace-

able link among the firm, the technology, and the customers.

Furthermore, big data value leads to changes in incentives or,

more broadly, the informal and formal control systems. The

traditional incentivization scheme needs to evolve to account

for applying big data value. It can include monetary incentives

for employees (e.g., a bonus for the frequency of customized

smart data usage) and various nonmonetary rewards (e.g., pre-

ferred working schedules).

Several firms that adopt big data have begun giving FLEs

the opportunity to use real-time big data information at the

‘‘moment of truth’’ to increase the level of service quality

perceived by the customer. The provision of such information

can be executed verbally or visually. For example, FLEs can be

briefed by a computer about a customer entering the store

through text-to-speech tools (similar to a television journalist).

Information provision through visual aids, such as an installed

monitor or a wearable device, is clearly less limited.4 Com-

pared to traditional installed monitors, wearable technology

enables the service firm to provide FLEs with customer insights

and product-related information regardless of their spatial loca-

tion in the service scape. This discussion of firm- and FLE-

level change induced by big data value leads to the following

formal proposition:

Proposition 5: All other things being equal, big data value

induces organizational change in various dimensions, at

both the firm level and the individual FLE level. There is

an organic, dynamic relationship between the two levels of

change.

The Consequences of Organizational Change

In this section, we delve deeper into service costs and custom-

ers’ service quality perceptions as two key outcome metrics for

service providers. Service quality is indicative of the firm and

FLEs’ effectiveness because service quality is positively

related to customers’ future spending, willingness to pay, and

referrals (e.g., Parasuraman, Zeithaml, and Berry 1988;

Zeithaml, Berry, and Parasuraman 1996), while service costs

reflect frontline efficiency. Organizational change enhances

service quality and reduces service costs because such change

makes it possible to engage in more personalization and new

technologies.

The potential impact of Big Data value through personalization.
Real-time identification of individual customers through bea-

cons and similar technology can help improve several dimen-

sions of service quality. Identification can boost customer

perceptions of FLEs’ empathy levels, as the FLEs now have

access to background information about past shopping beha-

viors and experiences, including service failures. Such infor-

mation allows FLEs to address the customer in a personalized

way, starting from a personal greeting to acknowledging pre-

vious service episodes and even offering regret (and maybe

even compensation) for earlier service failures.5 Personaliza-

tion through technologies that transform big data value into

frontline actions can also increase customers’ perceptions of

responsiveness. Knowing the preferences and shopping back-

ground of customers should enable FLEs to provide quicker,

better fitted responses. Furthermore, such personalized treat-

ment should inspire customer confidence and trust, positively

affecting the assurance dimension of service quality.

The potential impact of Big Data value through new technology. The

use of new technologies that are based on big data value poten-

tially enhances how customers perceive the service scape.

When these big data technologies are integrated with other

tangible elements such as furniture and artifacts (Bitner

1992) at the customer interface, customers will perceive the

service scape as more modern and ‘‘digital ready.’’ New tech-

nology can even substitute FLEs altogether, potentially reduc-

ing service costs. This discussion leads to the following:

Proposition 6: All other things being equal, organizational

change at the firm and FLE levels enhances service quality

and reduces service costs.

Moderating Effects of Big Data Absorptive
Capacity

Our conceptual model proposes that the four dimensions of the

firm’s big data absorptive capacity moderate the transforma-

tion from big data availability to frontline outcomes. Because

these dimensions are not necessarily correlated and differen-

tially moderate different phases of this transformation, they

help explain the disconnection between levels of investment

in big data acquisition and returns on such investment. For

example, many telecommunications companies collect massive

amounts of data from their smartphone and tablet subscribers.

However, T-Mobile was one of the few companies to reduce
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customer churn by 50% by staying on top of usage patterns,

geographical usage trends, customer purchases by location,

and, most important, customer lifetime value (Oaks 2015). In

Table 1, we summarize the key components of big data absorp-

tive capacity to make this construct more concrete.

Moderating Effect of Big Data Acquisition Capacity

The absorptive capacity literature (Zahra and George 2002)

suggests that the components of big data acquisition capacity

include prior investments in big data, the intensity of current

effort in big data, the speed of acquiring big data, and the

direction or focus in big data acquisition. Two important inter-

nal absorptive routines that influence these components include

(1) the identification and recognition of big data relevant to the

firm’s objectives, which is one of the key challenges in big

data implementation (Marr 2016) and (2) organizational

norms that facilitate variation (e.g., Lewin, Massini, and

Peeters 2011). The first routine ensures that the investment

in big data is focused, while the second routine allows for

exploration of new ideas that can be extracted from big data

to improve frontline operations.

Big data acquisition capacity captures the intensity, speed,

and direction of a firm’s efforts to identify and gather informa-

tion and therefore should improve the breadth, the depth, and

also the business relevance of the data. However, because a

firm that is capable of collecting massive amount of big data

also runs the risk of information overload, acquisition capacity

significantly increases the messiness of the data. Therefore, we

propose the following:

Proposition 7: Big data acquisition capacity (a) enhances

the positive effect of big data availability on big data com-

pleteness and (b) exacerbates the positive effect of big data

availability on big data veracity.

Moderating Effect of Big Data Assimilation Capacity

The key component of assimilation capacity is to develop an

understanding of big data and an appreciation of big data vera-

city. Such a process sometimes involves borrowing skills from

other companies. For example, to enhance the customer expe-

rience, a team of analysts at Desjardins, a large Canadian finan-

cial cooperative, expanded the network of experts to include

people with best practice knowledge outside the financial ser-

vices industry (Harrysson, Metayer, and Sarrazin 2012).

Assimilation capacity serves as a sieve that companies use

to make sense of big data and transform big data into valuable,

actionable insights (or big data value). Assimilation capacity,

such as excellent data analytics and data fusion from various

sources, should also allow these firms to overcome the noise

from data veracity. Indeed, research shows that firms deploy-

ing analytics perform better than those that do not employ

such practices, as such firms are better prepared to understand

what customers want and to react to changes in customer and

Table 1. Dimensions of the Firm’s Big Data Absorptive Capacity.

Potential Absorptive Capacity Realized Absorptive Capacity

Acquisition Capacity Assimilation Capacity Transformation Capacity Application Capacity

Components � Prior investments in
big data

� Intensity in big data
acquisition (e.g.,
current investment)

� Speed of big data
acquisition

� Direction or focus
in big data
acquisition

� An understanding
of big data value

� An appreciation
of big data
veracity

� Internalization of
new knowledge
extracted from big
data

� Conversion of big
data to actionable
insights

� Serendipitous use
� Systematic implementation
� Conversion of big data to

economically worthy applications

Absorptive
Routines

� Identifying and
recognizing new
knowledge that can
be extracted from
big data

� Facilitating
variation: Processes
and norms that
facilitate
exploration of big
data

� Investing in
computational
capability and data
security

� Fusion of online
and off-line data

� Fusion of data of
various
granularities (e.g.,
individual vs.
aggregate level)

� Facilitating
collaboration
with outside
organization for
data analytics

� Integrating new
insights from big
data with existing
firm knowledge

� Sharing and
transferring
knowledge derived
from big data across
the organization

� Firm’s structure and
processes that
facilitate
organization change

� Internal selection regimes:
Processes that firms use to select
various big data frontline
applications and determine how to
allocate resources among them

� Reflecting, updating, and replicating
successful use of big data in services
marketing

� Ability to legally protect big data–
based innovation and customer
solutions
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environmental trends (Germann, Lilien, and Rangaswamy

2013). In the frontline context, we expect firms with strong

analytical capabilities to be able to solve fundamental

customer-related issues, such as understanding customers’

diverse needs (i.e., manage customer heterogeneity), under-

standing diverse customer dynamics (i.e., manage customer

change), and responding to competitors’ efforts (i.e., manage

competitive dynamics). Taken together, this discussion leads

to the following proposition:

Proposition 8: Big data assimilation capacity (a) enhances

the positive effect of big data completeness on big data

value and (b) buffers the positive effect of big data veracity

on big data value.

Moderating Effects of Big Data Transformation Capacity

While big data assimilation capacity is focused on how the firm

makes sense of big data to extract useful information, big data

transformation capacity is focused on how the firm transforms

and integrates the extracted information into the firm’s existing

knowledge. We argue that while big data value increases the

need for the firm and its FLEs to undergo change, the firm’s big

data transformation capacity not only facilitates such change

process but also makes it less disruptive. Two key components

of transformation are internalization and conversion, which

occur when firms add new insights, delete obsolete knowledge,

or interpret the same knowledge in a different light (Zahra and

George 2002). The internal absorptive routines that underlie this

capacity include routines that facilitate the integration of big data

insights with the firm’s existing knowledge about frontline

issues, the sharing and transferring of big data insights across

the organization, and the identification of the firm’s shortcom-

ings in its existing structure and frontline processes. Further-

more, a firm that possesses strong transformation capacity is

better able to merge new insights derived from big data with its

existing knowledge such that the change process allows for some

levels of continuation and is less disruptive to organizational

members. For example, firms with strong transformation capac-

ity are likely to introduce management initiatives that integrate

big data value into the company’s strategies and to allocate

sufficient resources to its implementation and execution.

Furthermore, top managers in these firms are responsive to the

multifarious challenges that digital marketing brings, thereby

affecting the cultural transformation process similar to the way

top management’s commitment to service quality affects FLEs’

performance (Babakus et al. 2003). Therefore, we propose:

Proposition 9: Big data transformation capacity enhances

the positive effect of big data value on organizational

change at both the firm and the FLE levels.

Moderating Effect of Big Data Application Capacity

As this final step of application is focused on exploitation of

knowledge and value appropriation rather than exploration of

new ideas, a firm with strong big data application capacity has

processes that allow it to select and prioritize various big data

applications, to reflect and update big data application success,

and to legally protect big data–based innovations and customer

solutions. The logic of the enhancing moderating role of big

data application capacity lies in the ability of firms that possess

a strong application capacity to be highly creative and adaptive

in applying new insights. Firms with a strong application

capacity are also selective in their investment in applications,

which further elevate the cost reduction effect of the change

they go through after extracting big data insights. Therefore,

we propose:

Proposition 10: Big data application capacity enhances the

service quality–enhancing effect of organizational change

and the cost-reducing effect of organizational change.

The Role of Combinative and Integrative
Capabilities

When Combinative and Integrative Capabilities Matter

Why do firms and FLEs need combinative and integrative cap-

abilities to develop big data absorptive capacity? One reason is

that firms and FLEs that have strong combinative and integra-

tive capabilities leverage rather than being impeded by the

differences between firm- and FLE-level data, information, and

knowledge, which in turn enables the firm to develop stronger

big data absorptive capacity. The top half of Figure 2 sum-

marizes several contexts when FLEs’ knowledge needs to be

complemented by the firm’s knowledge and vice versa. Spe-

cifically, when (1) customers transition from traditional cus-

tomers to more sophisticated ones, (2) FLEs have less

autonomy and the organization becomes more centralized, and

(3) competitive intensity is strong, and the capabilities to com-

plement big data with small data, and vice versa, will be

strongly needed to drive better absorption of big data. While

the organization structure determines FLEs’ autonomy, cus-

tomers’ and competitors’ access to big data calls for the com-

bination and integration of big data and small data at both the

firm and the FLE levels.

When the contexts exhibit characteristics listed on the left-

hand side of Figure 2, the firm relies more on FLEs’ tacit

knowledge in its frontline activities, and therefore, FLEs’ small

data play a more important role than big data. In contrast, when

the contexts have characteristics listed on the right-hand side,

FLEs’ small data and tacit knowledge are simply not enough to

fulfill their responsibilities. In the latter case, the firm and its

FLEs need to actively share tacit knowledge (i.e., socialization)

and combine knowledge across organizational members (i.e.,

combination). These two processes are combinative in nature

(e.g., Van den Bosch, Volberda, and De Boer 1999). More

important, the firm’s big data knowledge needs to be interna-

lized by FLEs and fused with FLEs’ tacit knowledge (i.e.,

internalization). The firm can also actively transform FLEs’

small data and tacit knowledge into a more explicit form of
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knowledge that can be shared on a wider scale (i.e., externali-

zation). These two processes are more integrative than the

former two.

Combinative and Integrative Capabilities as Drivers of
Big Data Absorptive Capacity

Knowledge creation processes are dynamic. In our context,

combinative and integrative capabilities allow knowledge that

is absorbed at one level (the firm or the FLE level, through big

data or small data, respectively) to be combined and inte-

grated with knowledge that is absorbed by the other level,

thereby enhancing the other level’s absorptive capacity in the

subsequent time period. Based on this argument, we propose

that combinative and integrative capabilities at both the firm

and the FLE level contribute to the firm’s big data absorptive

capacity.

First, scattered data lying in silos, a disconnection between

business and analytics, and a lack of clear objectives are major

challenges of big data implementation (Capgemini 2015; Marr

2016). When the firm and its FLEs possess strong combinative

and integrative capabilities, frequent and smooth knowledge

creation processes allow the firm to overcome these challenges

by being better at assessing its current knowledge and devel-

oping clearer objectives in its acquisition of big data. Second,

big data assimilation presents several challenges. On the one

hand, big data exists both online and off-line (Deighton and

Johnson 2013). The fusion of data from various sources is

challenging owing to different granularities of the data (e.g.,

aggregate data vs. individual-level data, identifiable vs. non-

identifiable data). On the other hand, big data volume, velocity,

and variety require unique analytical tools, skills, and informa-

tion technology. When the firm and its FLEs are highly capable

of combining and integrating big data with small data knowl-

edge, the firm’s capacity to discern valuable information from

messy data is much improved.

Third, strong capabilities of combining and integrating the

firm’s big data with FLEs’ small data enable the firm to

improve its transformation capacity because those capabilities

enable the firm to keep stock of knowledge at various levels

within the organization and allow it and FLEs to identify

opportunities for change. Finally, if FLEs resist internalizing
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Figure 2. Contexts, relative importance of knowledge sources, and modes of knowledge creation processes.
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Table 2. Short-Term Research Agenda.

Paths Specific Research Questions

P1, P2, P3, P4 Theme 1: Firm’s perspective of big data 3Vs and big data value and veracity
(1) How can firms collect and use data from face-to-face customer interactions without disrupting the customer

experience or causing customer privacy concerns?
(2) What specific data types (e.g., panel data, social media, brand communities) provide the greatest big data value and

under what conditions (e.g., service type, firm characteristics)?
(3) What are the specific firm-level factors that determine whether data will provide a positive (value) or negative

(veracity) outcome for service firms?
(4) What are the key differences between big data (e.g., data warehouse) as stocks and big data as flows (e.g., data

streams)? How differently should firms treat these two types of data?
Theme 2: FLEs; perspective of big data 3Vs and big data value and veracity
(5) How do FLEs evaluate big data value?
(6) How do firms incorporate FLEs’ perspectives in analyzing big data?
(7) What is the role of peer influence and/or group norms and managerial influence in determining big data value?

P5, P6 Theme 3: Firm-level application of big data value
(8) What are firm- and industry-level moderators (e.g., high-touch specialty retailers versus mass-market retailers,

employee-to-customer ratio) of the effects of big data value on frontline outcomes?
(9) Identify avenues when big data can have maximum influence on firm value.

(10) How much tolerance does firms’ top management have about big data veracity?
(11) When should firm desorb big data value to other firms to monetize its big data value?
Theme 4: FLEs’ application of big data value
(12) What are the key determinants of FLE-perceived benefits and costs when it comes to using big data value?
(13) How do FLEs respond to technology that substitutes or complements their service delivery? Does new technology

impair FLEs’ morale?
(14) How much tolerance do FLEs have about big data veracity?
Theme 5: Organizational control, organizational change, and big data
(15) How effective are cultural controls versus rule-based controls over FLEs use big data value?
(16) What are the stages of organizational change induced by big data?
(17) What firms are better at managing organizational change induced by big data?What are the facilitators and inhibitors

of the interplay between firm-level change and FLE-level change during big data application?
(18) When do big data–triggered FLE changes have a stronger/weaker impact on customers’ service quality perceptions

and other services marketing outcomes?
P7, P8, P9, P10, P11 Theme 6: The relationship between big data and small data

(19) Can too much tacit knowledge lead to FLEs’ resistance to new insights from big data?
(20) FLEs’ small data can complement, impede, or substitute firm-level big data: what type of FLEs characteristics? Under

what situations?
(21) How do FLEs’ combinative and integrative capabilities contribute to, strengthen, and/or weaken the effects of the

firm’s big data absorptive capacity?
(22) How do business unit climates (e.g., service climate, selling climate, social norms) drive FLEs’ engagement in

evaluating big data value?
Theme 7: Absorptive capacity
(23) What are unique antecedents to potential versus realized big data absorptive capacity?
(24) Under what conditions should firms outsource a specific big data capacity?
(25) How do firms evaluate ROI in building absorptive capacity of big data and small data?
(26) How does a firm’s application capacity help reduce latency, or the time lag between the moment actionable insights

are extracted and when applications actually take place?
(27) What are FLEs’ roles in data governance? How should firms organize the interface between data stewards and FLEs

to effectively leverage FLEs’ small data absorptive capacity?
Theme 8: Customer acceptance of big data marketing
(28) How should the usage of big data be disclosed to customers? How do firms utilize heterogeneity of customers’

acceptance of big data marketing as a means of customer segmentation?
(29) What are the effective ways to identify customers and gain their acceptance about being identified? What is the

potential of beacons in this context?
(30) How long does the effect of new service technology coolness and/or newness last?
(31) What customer characteristics buffer the adverse effect of big data acquisition capacity on customer concerns

about privacy?
(32) How do customers react to ‘‘supersmart’’ hard- and software solutions that substitute ‘‘human’’ FLEs?

Note. Some research questions can be categorized in more than one box. FLE ¼ frontline employee; ROI ¼ return on investment.
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the firm’s big data knowledge, application of big data insights

will not happen. Because big data transformation and applica-

tion require the firm and its FLEs to complement and learn

from each other (e.g., cross-level learning; Crossan, Lane, and

White 1999), the firm’s transformation and application capac-

ity depends more on the firm’s and FLEs’ integrative capabil-

ities than on combinative capabilities. More formally, we

propose the following:

Proposition 11: The firm’s and FLEs’ combinative and

integrative capabilities drive the firm’s big data absorptive

capacity. However, integrative capabilities that involve

internalization and externalization play a more important

role in driving the firm’s transformation and application

capacity than combinative capabilities.

Discussion

In this conceptual article, we present a framework that system-

atically organizes the vast literature on big data. Multiple

research themes emerge from our conceptual framework. We

provide a list of specific questions that we find most pressing in

this fairly new domain in Table 2. In the remainder of the

article, we briefly discuss four issues that we have not covered

in the previous sections: (1) deriving big data from FLE-

customer interactions, (2) factors contributing to internaliza-

tion and externalization, (3) customer variables relevant to big

data marketing, and (4) measurement issues. These first two

issues are managerially relevant because they inform managers

of ways to creatively generate big data from service interac-

tions and how to effectively strengthen absorptive capacity.

The last two issues are relevant to future research.

Deriving Big Data From Frontline Employee-Customer
Interactions

Thus far, we have discussed how FLEs’ small data is comple-

mented by and supplements firm-level big data, but we assume

that these data sources are extracted independently. However,

new technology has made it possible for service firms to derive

big data from FLE-customer interactions. Such derivation

depends on the service channel in which the FLE-customer

interaction takes place because the technology of each channel

provides a different potential for data recording and subsequent

transformation into valuable information.

Service interactions via social media. The main challenge for

deriving insights from this channel is to link a social media

user’s articulations with other kinds of company-owned infor-

mation about this particular customer, which requires matching

structurally different data sources via imperfect information,

such as e-mail addresses and (user) names. Customer articula-

tions on the firm’s social media sites can be analyzed in

multiple ways, such as using sentiment analytical procedures

(to learn about the customer’s emotional patterns and states),

but topical interests and concerns (e.g., customer pain points)

can also be extracted through machine learning and similar

forms of artificial intelligence. By integrating such analyses

on a large set of customers, the firm can learn from ‘‘similar’’

customers’ preferences and articulations, which can be identi-

fied via matching and recommender algorithms.

Service interactions via telephone interactions. Services are often

provided via call centers and helplines, whose analogue and

real-time two-way nature makes the extraction of valuable

information more complicated. Recordings (with customer per-

mission) can be digitized and processed with content analysis

software; the outcome of such technological transformation

can then be applied to techniques similar to social media data,

with information ranging from customers’ emotions to custom-

ers’ service-related preferences.

Face-to-face service interactions. Given its nontechnical, nonme-

diated, and highly dynamic character, this service channel is

the most challenging when it comes to data recording and

transformation. New technologies allow firms to extract addi-

tional information from these interactions, including the con-

sumer’s voice, facial reaction, and emotional change during the

service interaction. This channel can also reveal additional

information about the customer that might be useful in future

service transactions, such as contextual information (e.g., Is the

customer usually in a hurry when shopping? Is he or she alone

or accompanied by others?).

Factors Contributing to Internalization and
Externalization

As we mentioned earlier, internalization (i.e., embodying

explicit knowledge into tacit knowledge through learning

by doing) and externalization (i.e., articulating tacit knowl-

edge into explicit concepts) represent integrative capabilities

that drive the firm’s big data absorptive capacity. In this

section, we briefly review how firms can foster these

capabilities.

Internalization. The firm’s big data knowledge must be trans-

formed into tacit knowledge by FLEs to be incorporated in

customer interactions. Prior research suggests that FLEs’

willingness to internalize big data knowledge depends on

their goal orientation (e.g., learning orientation, performance

orientation; see Elliot and Harackiewicz 1996) and basic

personality, such as openness to change. Therefore, these are

important traits to use in FLE selection. In addition to selec-

tion, firms can facilitate and motivate FLEs to internalize big

data knowledge in several ways. First, as most FLEs are not

familiar with analytics, using intuitive end-user interfaces

that employ familiar technologies such as smartphones and

tablets will reduce the amount of FLEs’ training while

increasing usage (Brown, Court, and McGuire 2014; Varon

2013). Second, the information available should relate to

existing practices and strategies. For example, UPS incorpo-

rated role-based training when it rolled out new technology to
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its drivers to ensure that they understood not only the tech-

nology but also how decisions were being made by the sys-

tem (Varon 2013). Unfortunately, many firms primarily focus

on building the big data infrastructure and spend minimal

time on frontline usage and adoption (Brown, Court, and

Willmott 2013).

Externalization. Externalization of FLEs’ information and

knowledge has several challenges. First, FLEs’ data on a

specific interaction often remain at the individual level.

Second, externalization depends on frontline managers who

make the decision on whether to incorporate or ignore the

data provided (Engen and Magnusson 2015). Third, FLEs

may not be willing to share their tacit knowledge. The sales

literature suggests that employees’ upward mobility and job

satisfaction play a critical role in motivating them to engage

in information sharing. In addition, feedback from managers

and trust further motivate information sharing because FLEs

witness the customer information provided being used to

support the business (e.g., Le Bon and Merunka 2006). For

example, JetBlue uses a series of online polls, brainstorming

events, and town halls to gather and collect information

from customer-facing employees for use across the organi-

zation (Azzarello, Debruyne, and Mottura 2012). An orga-

nizational climate that fosters trusting relationships and a

management commitment to incorporating new knowledge

further encourages FLEs to share information (Bock et al.

2005). This approach is well implemented by J.C. Penney,

which relies on data-driven decision-making, but the key

component of its business strategy is to interact with and

listen to FLEs to obtain information on customer needs to

improve inventory management (Wahba 2016).

Customer Variables

Our viewpoint centers on the firm and FLEs. Further research

could explore the role of customers by examining the effect of

customer privacy concerns and customer acceptance of big data

marketing on the relationships in our conceptual framework.

Customer privacy concerns refer to the apprehension of (1)

intrusion, (2) disclosure of private facts, (3) false public por-

trayals, and/or (4) inappropriate appropriation of information

that customers expect to experience (McWhirter and Bible

1992). Customer acceptance of big data marketing refers to the

extent to which customers are willing to engage in a firm’s big

data marketing. This engagement can take various forms, from

information sharing (e.g., through an opt-in process) to provid-

ing useful inputs in cocreating products and services. A closely

related construct is customer adoption of new technology and

services. The literature on self-service technologies (Meuter

et al. 2005), customer adoption of technology (Venkatesh,

Thong, and Xu 2012), and technological savviness (e.g., Mac-

donald and Uncles 2007) informs several relevant variables to

consider. The use of technology as a substitute for FLEs usually

limits the response options, which might lead to customer frus-

tration. In addition, today’s technology prevents the provision

of social benefits that might be essential for some customers

(e.g., Hennig-Thurau, Gwinner, and Gremler 2003). To offer

guidance for further research on these issues, we provide spe-

cific research questions on the role of customers in Table 2.

Measurement Issues

The challenge in investigating big data availability (i.e., the

3Vs) lies in the measurement issue. A useful approach is to

develop an industry-specific benchmark because what is con-

sidered large in one industry might be negligible in another.

This relativeness also depends on whether the firm’s primary

goal is to collect big data for its own use or for developing

‘‘desorptive capacity’’ (i.e., selling insights extracted from big

data to other firms). For example, the volume measures should

assess the total amount of data the firm collects relative to its

competitors in its main industry. Velocity can be measured by

perceptions of how quickly the firm can identify and capture

data as they become available relative to the competition. The

variety measure should capture the amount of data collected

from transactional, in-store, or external sources, such as social

media, also benchmarked against the competition.

No measurement scales exist to evaluate big data and small

data absorptive capacity, combinative and integrative capabil-

ities. Researchers interested in developing this measure can

refer to the rich literature on absorptive capacity. However,

even in this literature, a valid measure of individual absorp-

tive capacity does not exist. Therefore, we urge researchers in

this domain to take the first step to develop reliable measure-

ments of the firm’s big data absorptive capacity as well as

FLEs’ small data absorptive capacity. Measures of big data

absorptive capacity can be developed by integrating the liter-

ature on absorptive capacity and prior work on customer

information use (Jayachandran et al. 2005), data-driven

decision-making (Brynjolfsson, Hitt, and Kim 2011), and

market research use (Moorman, Zaltman, and Deshpandé

1992). We draw from the literature on absorptive capacity

(Camisón and Forés 2010) to develop preliminary items to

measure the four dimensions of firm-level big data absorptive

capacity (see Table 3). These items provide directions for

future scale development.

Conclusion

Our conceptual framework covers both the benefits and the

costs of using big data in FLE service encounters. We propose

that while big data completeness allows firms to derive the

mean value of insights, big data veracity determines the error

and trust in these insights. The notion of trust in big data value

is central to big data utilization, as suggested by prior research

in marketing information and market research use (e.g., Moor-

man, Zaltman, and Deshpandé 1992). Big Data insights do not

guarantee improvement in service quality and reduction in ser-

vice costs; rather, it is the change at both the organizational and

the FLE levels that produces these positive outcomes. Finally,

several contexts intensify the need for multilevel interplay

24 Journal of Service Research 20(1)



between the firm and its FLEs; extracting knowledge from big

data does not discount the role of knowledge derived from

FLEs’ small data. In fact, without small data, big data may

be more big costs than useful benefits. We hope that the

insights from our framework will generate exciting research

that helps managers effectively use big data in services

marketing.
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Notes

1. In a recent survey, 27% of respondents were unsure of how much of

their data were inaccurate (www.ibmbigdatahub.com).

2. A firm’s acquisition and repository of big data and customers’

contributions (e.g., social media postings) are important sources

of big data availability but not the only ones. Big Data availability

can exist even if a firm does not intentionally collect data.

3. In general, the marketing literature conceptualizes value as con-

sisting of both benefits and costs. The term ‘‘value’’ in this article

refers only to benefits. This perspective is consistent with that of

many authors in this area.

4. The practical use of such technology is still in its infancy, but early

applications such as YourShow (which integrates Google Glass

with presentation software), KitchMe (which provides cooking

instruction on the Google Glass screen), and Evernote for smart-

watches provide examples of how frontline employees can glean

customer-specific information from mobile usage while serving the

customer.

5. Ayres (2007, pp. 29-30) describes such empathy potential of big

data value use at the point of service for Continental Airlines,

which had a data-mining program in place that kept track of critical

service experiences and informed the crew, citing CRM executive

Kelly Cook as follows: ‘‘Recently, a flight attendant walked up to a

customer flying from Dallas to Houston and said, ‘What would you

like to drink? And, oh, by the way, I am so sorry we lost your bag

yesterday coming from Chicago.’ The customer flipped.’’
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